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#### Abstract

We propose a tree logic capable of expressing simple cardinality constraints on the number of nodes selected by an arbitrarily deep regular path with backward navigation. Specifically, a sublogic of the alternation-free $\mu$-calculus with converse for finite trees is extended with a counting operator in order to reason on the cardinality of node sets. Also, we developed a bottom-up tableau-based satisfiability-checking algorithm, which resulted to have the same complexity than the logic without the counting operator: a simple exponential in the size of a formula.


This result can be seen as an extension of the so-called graded-modalities introduced in [18], which allows counting constraints only on immediate successors, with conditions on the number of nodes accessible by an arbitrary recursive and multidirectional path. This work generalizes the optimal complexity bound: $2^{O(n)}$ where $n$ is the length of the formula, shown in [11], for satisfiability of the logic extended with such counting constraints.

Finally, we identify a decidable XPath fragment featuring cardinality constraints on paths with upward/downward recursive navigation, in the presence of XML types.

## 1. INTRODUCTION

The $\mu$-calculus (MC) [17] is a logic that comes from the application of modal and temporal logics to program verification. The two main features of MC are: its great expressive power, it subsumes many of the logics used in systems verification [4]; and its low computational complexity [26]. In [24], it is argued the finite tree model property is the responsible of the relatively easy evaluation of MC. Also, due to the finite tree model property, MC became a powerful tool to reason on tree structures [7]. Converse modalities

[^0]were added to MC in [25] (MCC), achieving a powerful balance between expressivity and succinctness, unfortunately the finite model property was lost, increasing the difficulties in the implementation of decision procedures for MCC. A $\mu$-calculus with converse with the finite tree model property was introduced in [11] with $2^{O(n)}$ complexity, where $n$ corresponds to the length of a formula. Furthermore, [11] presents an efficient implementation of the decision procedure along with an application to XPath decision problems in the presence of XML types.

The necessity to reason on counting issues in transition systems quickly led to the first attempts to extend some modal logics to reason with counting constraints [10]. Following these earliest attempts, [13] introduced a limited form of counting in description logics, where the occurrence number of nodes can be imposed only on contiguous neighbors of a certain node. The consideration of transitive roles increases the expressive power of counting in description logics but leads to undecidability [14]. In order to be able to post numerical constraints on nodes reacheables by recursive and multidirectional paths in tree structures, we formulate an alternation-free MCC extended with a counting operator where the models are finite tree structures (MCCC). Also, we introduce a satisfiability algorithm for MCCC whose complexity is simple exponential in the size of a formula.

In the context of efficient type checking for XML-based programming languages where XML types and XPath queries are used as first class language constructs, XPath decision problems in the presence of XML types, such as DTDs and XML Schemas are very important. The emptiness test of XPath expressions and XPath containment, are the core decision problems due to their importance in issues as optimization of expressions [12], control flow analysis of XSLT [19], checking integrity constraints [8], checking access control in XML security applications [9], among others.

It is worth noticing that one of the main difficulty in XPath decision problems is the consideration of a possibly infinite quantification over a set of trees. Among the features also affecting the difficulty of such problems we find the presence of XML types [3, 11], the combination of downward and updown navigation with recursion in trees [25, 3, 11], comparison of data values of infinite domain $[3,15]$, and cardinality constraints on node sets [6,22]. It is already known that the consideration of the whole set, as well as some subsets, of such features leads to undecidability [21, 3]. Numerical con-
straints on paths w.r.t. a constant can be possed hardcoding ordering but clearly leading to an exponential blow-up. In this work we identify a decidable fragment of XPath featuring cardinality constraints and upward/downward navigation with recursion in the presence of XML types. In order to solve XPath decision problems, we translate both XPath and XML type expressions into MCCC formulas.

Regular tree type expressions subsume most XML types in use today [20]. When control over the number of occurrences is needed in XML types, expressions like $T^{+}$are used for denoting at least one occurrence of expression $T$ and possibly arbitrarily many of them. XML Schema introduce a more fine-grained control with the attributes minoccur and maxoccur. Such attributes allow expressing that a type expression $T$ occurs for at least $n$ times and/or less that $m$ times. Graded modalities [18] are useful for avoiding exponential blowups that would otherwise occur if this kind of constraints are translated naively into their regular representation.

In a more general setting from the perspective of counting constraints, XPath expressions like $\rho_{1}\left[\rho_{2} \leq n\right]$ are commonly used. Such an expression selects the set of nodes in a tree that can be reached by means of the path $\rho_{1}$, and additionally, the number of nodes reached from there by means of the path $\rho_{2}$ is less or equal than the natural number $n$. Since we are considering upward/downward navigation with recursion, the paths $\rho_{1}$ and $\rho_{2}$ can denote nodes in any part of the tree. Therefore, we need the ability to count in any part of the tree structure, possibly in the presence of tree type constraints.

## 2. RELATED WORK

The simpler attempt to capture navigation on trees is by means of first order logic [2]. The use of second order logic, in particular, monadic second order logic with two succesors served as a much more expressive tool to reason about trees [2]. A variant of propositional dynamic logic was proposed in [1] to study trees, achieving an efficient decision procedure but with limited expressivity. The propositional $\mu$-calculus [17] turned out to be a very useful alternative to reason about tree structures [7]. In order to allow backward navigation in the models of $\mu$-calculus, converse modalities have been also considered in [25]. Unfortunately, the finite model property was lost. It has been syntactically restored in [23] and [11] with $2^{O(n \log n)}$ and $2^{O(n)}$ complexities, resp., where $n$ corresponds to the length of a formula. In addition, [11] describes an efficient implementation of the decision procedure along with an application to XPath decision problems in the presence of XML types. All these approaches do not consider counting constraints.

Besides the already mentioned limited form of counting in transition systems introduced for modal logics in [10], and further developed for description logics in [13], graded modalities have been also considered for the $\mu$-calculus in [18]. Two similar, and more sophisticated approaches to counting, have been considered in $[6,21]$. A modal logic, called sheaves logic, is introduced in [6] to count through paths. The consideration of variables in both arguments of a binary cardinality operator gives significant additional expressivity to this approach, but on the other hand, counting constraints
are still restricted to children nodes. In [21], additionally, recursive navigation is allowed by means of a fixpoint first order logic, but still the numerical constraints are only permitted on children nodes. Proper automata theory is developed to prove decidability of the resulting logics in both approaches.

In order to balance expressivity, succinctness and complexity, we choose to consider backward navigation and recursion in cardinality constraints, but we restrict the presence of variables only on one argument of the binary cardinality operator. It is worth remembering the conjunction of forward/backward navigation with recursion in cardinality constraints and the presence of variables in both arguments of a binary counting operator leads to undecidability [16].

## 3. OUTLINE

We first present our logic in Section 4, then in Section 5, we introduce a XPath fragment followed by a translation of it into the logic. We proceed to present a correct satisfiability algorithm for the logic in Section 6. Finally, we present our conclusions and draw directions for some further research in Section 7.

## 4. THE LOGIC

This section presents a modal logic to reason on counting issues on finite tree structures. This logic is an extension of the alternation-free $\mu$-calculus with converse first introduced in [11]. The extension consists in the consideration of a counting operator $\leq$ that allows a new kind of formulas: $\phi \leq n$, where $\phi$ is a formula and $n$ is a natural number. The interpretation of $\phi \leq n$ is either the set of all tree nodes if there is $n$ or less than $n$ nodes that satisfy $\phi$ in the tree, otherwise it is the empty set. Consider for example the formula $\phi_{1} \wedge\left(\phi_{2} \leq n\right)$, named $\psi$. Since $\phi_{1}$ and $\phi_{2}$ are any kind of formula, and recursive forward/backward navigation in the tree is allowed, then $\psi$ can denote the set of nodes that satisfy $\phi_{1}$, provided the set of their ancestors, or descendants, or any other set of nodes in the tree denoted by $\phi_{2}$ has a cardinality which is equal or less than $n$.

Some syntactic restrictions are considered in order for the least and greatest fixpoint operators to coincide, and thus to keep the logic closed under negation, in the manner of [11]. The restrictions are named cycle-freeness of the formulas and they are presented just after the syntax and semantics of the logic.

### 4.1 Syntax and Semantics

We consider a countable set of propositions, variables. The set of modalities is defined as $\{1,2, \overline{1}, \overline{2}\}$, where for any modality $m$ we have $\overline{\bar{m}}=m$.

Modalities are used for modeling basic navigation in trees: $\langle 1\rangle$ navigates from a node to its first child, while $\langle 2\rangle$ navigates from a node to its first sibling. Converse programs allow for symmetric backward navigation. It is common knowledge that binary trees represent unranked (n-ary) trees without loss of generality. This "first-child" and "next-sibling" encoding is also used in [11].

We inductively define the set of formulas as:

- $x, p$ and $\top$ are formulas if $p$ is a proposition and $x$ is a variable ( $T$ is the true formula), and
- $\neg \phi, \phi_{1} \vee \phi_{2}, \phi_{1} \wedge \phi_{2},\langle m\rangle \phi$, let $\overline{x_{i} \cdot \phi_{i}}$ in $\phi, \phi \leq n$ are also formulas when $\phi, \phi_{1}, \phi_{2}$ and $\overline{\phi_{i}}$ are formulas, $m$ is a modality, $\overline{x_{i}}$ are variables and $n$ is a natural number.

Since regular tree types are often mutually recursively defined, we consider the $n$-ary version of the fixpoint operator, making the translation of regular expression types more succinct.

It will be written $\mu x . \phi$ instead of let $x . \phi$ in $\phi, \perp$ instead of $\neg \top, \phi>n$ instead of $\neg(\phi \leq n)$, and $\phi=n$ instead of $(\phi \leq n) \wedge(\phi>n-1)$.

The set of subformulas of a formula $\phi$ is defined as usual, and it is denoted $F_{\phi}$.

A tree structure is a tuple $(N, R, L)$ where:

- $N$ is a finite set named the nodes;
- $R$ is a function from a binary relation, between the nodes and the modalities, to the nodes, such that:
$-R(n, m) \neq n$ for any $n$ and $m$;
$-R\left(n_{1}, m\right)=n_{2}$ iff $R\left(n_{2}, \bar{m}\right)=n_{1}$ for any $n_{1}, n_{2}$ and $m$;
- there is a exactly one node $r$, named the root, such that both $R(r, \overline{1})$ and $R(r, \overline{2})$ are not defined; and
- exactly one function $R(n, \overline{1})$ or $R(n, \overline{2})$ is defined for all the nodes except for the root; and
- $L$ is a function from the nodes to the propositions.

As a very simple example consider the tuple $S=(N, R, L)$ such that

- $N=\left\{n_{0}, n_{1}, n_{2}\right\}$,
- $R\left(n_{0}, 1\right)=n_{1}, R\left(n_{1}, 2\right)=n_{2}$,
- $L\left(n_{0}\right)=p_{1}, L\left(n_{1}\right)=p_{2}$ and $L\left(n_{2}\right)=p_{1}$,
which clearly satisfies the requirements to be considered as a tree structure where:
- $n_{0}$ is the root and it is labelled with $p_{1}$; and
- $n_{1}$ and $n_{2}$ are the children of $n_{0}$, and they are labelled with $p_{2}$ and $p_{1}$, resp.

The semantics of formulas is defined w.r.t. a tree structure $(N, R, L)$ and a variable interpretation $V$ (a binary relation
between variables and nodes) as:

$$
\begin{aligned}
& \llbracket \top \rrbracket_{V}^{S} \quad=\quad N \\
& \llbracket p \rrbracket_{V}^{S} \quad=\quad\{n \mid L(n)=p\} \\
& \llbracket x \rrbracket_{V}^{S} \quad=\quad\{n \mid(n, x) \in V\} \\
& \llbracket \neg \phi \rrbracket_{V}^{S} \quad=\quad N \backslash \llbracket \phi \rrbracket_{V}^{S} \\
& \llbracket \phi_{1} \wedge \phi_{2} \rrbracket_{V}^{S} \quad=\quad \llbracket \phi_{1} \rrbracket_{V}^{S} \cap \llbracket \phi_{2} \rrbracket_{V}^{S} \\
& \llbracket \phi_{1} \vee \phi_{2} \rrbracket_{V}^{S} \quad=\quad \llbracket \phi_{1} \rrbracket_{V}^{S} \cup \llbracket \phi_{2} \rrbracket_{V}^{S} \\
& \llbracket\langle m\rangle \phi \rrbracket_{V}^{S} \quad=\quad\left\{n \mid R(n, m) \in \llbracket \phi \rrbracket_{V}^{S}\right\} \\
& \llbracket \phi \leq n \rrbracket_{V}^{S} \quad=\quad \begin{cases}N & \text { if }\left|\llbracket \phi \rrbracket_{V}^{S}\right| \leq n \\
\emptyset & \text { otherwise }\end{cases} \\
& \llbracket \operatorname{let} \overline{x_{i} . \phi_{i}} \text { in } \phi \rrbracket_{V}^{S}=\llbracket \phi \rrbracket_{V\left[\overline{N_{i} / x_{i}}\right]}^{S}
\end{aligned}
$$

where $V[M / x]$ means $(n, x) \in V$ for all $n \in M$, and $N_{i}$ is the least fixpoint of $\phi_{i}$ w.r.t. to $x_{i}$, i.e., $N_{i}=\bigcap\{M \mid$ $\left.\llbracket \phi_{i} \rrbracket_{V\left[M / x_{i}\right]}^{S} \subseteq M\right\}$.

We say two formulas $\phi_{1}$ and $\phi_{2}$ are equivalent iff $\llbracket \phi_{1} \rrbracket_{V}^{S}=$ $\llbracket \phi_{2} \rrbracket_{V}^{S}$ for some $S$ and $V$, and a formula $\phi$ is said to be satisfiable iff $\llbracket \phi \rrbracket_{V}^{S} \neq \emptyset$ for some $S$ and $V$.

Example 4.1. Consider the following formulas:

$$
\begin{array}{rll}
D(\phi) & := & \langle 1\rangle \mu x . \phi \vee \mu y \cdot\langle 1\rangle(x \vee y) \vee\langle 2\rangle y \\
A(\phi) & := & \mu x \cdot\langle\overline{1}\rangle(\phi \vee x) \vee\langle\overline{2}\rangle x
\end{array}
$$

Given a tree structure $S, A(\phi)$ denotes the set of ancestor nodes of the nodes denoted by $\phi$ in $S$, whereas $D(\phi)$ denotes the set of descendant nodes of $\phi$. Now, consider

$$
\phi_{0}:=a \wedge(A(b) \vee D(c))
$$

$\phi_{0}$ is satisfied for nodes in $S$ which are named $a$, and either have at least one ancestor named b, or have at least one descendant named c. The formula

$$
\phi_{1}:=\phi_{0}>5
$$

is satisfied by all nodes of a tree in which there are more than 5 nodes verifying $\phi_{0}$. Notice that in a tree where there are 5 or less nodes verifying $\phi_{0}$, then $\phi_{1}$ is not satisfied by any node. Finally, the formula

$$
\phi_{2}:=\phi_{1} \wedge \phi_{0}
$$

is satisfied by nodes verifying $\phi_{0}$ in a tree $S$ if and only if there are more than 5 of them in $S$.

### 4.2 Cycle-Free Formulas

We now describe a syntactic restriction over formulas that ensure the logic is closed under negation [11]. This restriction forbids cycles when navigating in a tree, so that infinite testing of a node against a subformula is avoided. Intuitively, this restriction excludes formulas that use both a modality and its converse in front of a variable of the same fixpoint subformula.

The unwinding of a formula $\mu x . \phi$, written $\exp ^{n}(\mu x . \phi)$ for a natural number $n$, is inductively defined as:

- $\exp ^{0}(\mu x . \phi)=\mu x . \phi, \exp ^{1}(\mu x . \phi)=\phi[\mu x . \phi / x]$, and
- $\exp ^{k}(\mu x \cdot \phi)=\exp ^{k-1}\left(\phi\left[\exp ^{1}(\mu x \cdot \phi) / \mu x . \phi\right]\right)$.

We will write $\exp (\phi)$ instead of $\exp ^{1}(\phi)$.
The set of unfoldings of a formula $\phi$ is composed by the formulas $\phi\left[\left(e x p^{k}\left(\phi_{0}\right)\left[\perp / \mu x . \phi_{0}\right]\right) / \mu x . \phi_{0}\right]$ for each $\mu x . \phi_{0} \in F_{\phi}$ and some $k$. We will refer to an unfolding of a formula $\phi$ as $u n f(\phi)$.

Considering a formula $\phi$, if $\mu x . \phi_{0} \in F_{\phi},\langle m\rangle \phi_{1} \in F_{\exp ^{k}\left(\mu x . \phi_{0}\right)}$ for some $k,\langle\bar{m}\rangle \phi_{2} \in F_{\phi_{1}}$, and $x \in F_{\phi_{2}}$, then we say $\phi$ is not a cycle-free formula. For cycle-free formulas, some easy consequences of Lemma 4.2 from [11] are:

- there is a equivalent unfolding for each formula;
- the logic is closed under negation and thus without lost of generality we can consider formulas in negation normal form: formulas where negation occurs only in front of propositions and formulas of the form $\langle m\rangle \top$ or $\phi \leq n$;
- also w.l.o.g., we can consider only closed formulas (formulas where variables do not occur free) where, in addition, variables only occur under the scope of a modality.

To illustrate the concept of cycle-freeness consider the formula $\mu x .\langle 1\rangle(\phi \vee\langle\overline{1}\rangle x)$, which is not cycle-free, because the variable $x$, used for recursion, is under the scope of the modality 1 and its converse $\overline{1}$, creating a loop in the navigation when testing the safisfiability of the formula on a node.

## 5. XPATH

XPath [5] is a powerful query language for XML documents. Here, we present a large fragment of XPath covering major features of the XPath recommendation [5] including a form of counting constraints. Since XML documents are tree structures, it is natural to translate XPath expressions into formulas in order to analyze such expressions. Here, we present a translation of XPath into the logic presented in Section 4.

The set of XPath expressions is defined as follows:

| XPath $\ni e \quad::=$ |  |  | XPath expression absolute path |
| :---: | :---: | :---: | :---: |
|  |  | / $\rho$ |  |
|  |  | $\rho$ | relative path |
|  |  | self $:: *[\operatorname{count}(\rho) \leq n]$ | cardinality constraint |
|  |  | self $:: *[\operatorname{count}(\rho)>n]$ | cardinality constraint |
|  |  | $e_{1} \mid e_{2}$ | union |
|  |  | $e_{1} \cap e_{2}$ | intersection |
| Path p | $p \quad::=$ |  | path |
|  |  | $\rho_{1} / \rho_{2}$ | path composition |
|  |  | $\rho[q]$ | qualified path |
|  |  | $a:: p$ | step with node test |
|  |  | $a:: *$ | step |
| Qualif $\quad q$ | : $:=$ |  | qualifier |
|  |  | $q_{1}$ and $q_{2}$ | conjunction |
|  |  | $q_{1}$ or $q_{2}$ | disjunction |
|  |  | not $q$ | negation |
|  |  | $\rho$ | path |
| Axis a | :: $=$ |  | tree navigation axis |
|  |  | child \| self | parent |  |
|  |  | descendant \| descself |  |
|  |  | ancestor \| ancself |  |
|  |  | fsibling \| psibling |  |
|  |  | following \| preceding |  |

where $p$ is a proposition and $n$ a natural number.
Consider the XPath expression
/child::university/child::department/child::lab
which intuitively means the navigation from the root of a XML document through the nodes named university to its department child nodes and to its lab child nodes. We obtain from this evaluation all the lab nodes in the document which can be reached by such navigation. The consideration of other axis than child in XPath expressions implies more sofisticated navigations, as for example the axis exmore sofisticated navigations, as for example the axis ex-
pression ancestor, which involve a backward recursive navigation. Additionally, it is possible to filter the selection
of nodes using the boolean expressions between brackets igation. Additionally, it is possible to filter the selection
of nodes using the boolean expressions between brackets named qualifiers, which can test the existence/absence of paths, and enforce cardinality constraints.

Example 5.1. Consider the expressions:

$$
\begin{array}{ll}
e_{0} & :=\text { self }:: \text { a ancestor }:: b \text { or descendant }:: c] \\
e_{1} & :=\text { self }:: *\left[\operatorname{count}\left(e_{0}\right)>5\right]
\end{array}
$$

$e_{0}$ selects the nodes in a tree satisfying $\phi_{0}$, introduced in Example 4.1. As for $e_{1}$, it selects the nodes satisfying $\phi_{2}$, also introduced in Example 4.1.

Before defining the formal semantis of XPath expressions we introduce some definitions.

We define the bijection ${ }^{\star}$ : Axis $\mapsto$ Axis as paths, and pars.

$$
\begin{aligned}
& \text { fsibling }{ }^{\star}=\text { psibling; descendant }=\text { ancestor } \\
& \text { descself } f^{\star}=\text { ascself; following }{ }^{\star}=\text { preceding. }
\end{aligned}
$$

### 5.1 Syntax and Semantics

such that if $a_{1}^{\star}=a_{2}$ then $a_{2}^{\star}=a_{1}$.
Given a tree structure $S=(N, R, L)$, we write $n_{1} \xrightarrow{\widetilde{m}} n_{l+1}$, where $n_{1}, n_{l+1} \in N$ and $\widetilde{m}$ is a sequence of $l$ modalities or an empty sequence. If $\widetilde{m}$ is not the empty sequence, then there are $n_{2}, n_{3}, \ldots, n_{l} \in N$ s.t. $R\left(n_{i}, m_{i}\right)=n_{i+1}(i=1, \ldots, l)$.

Now, we define the semantics of the XPath expressions w.r.t. a tree structure $S=(N, R, L)$ and a set $C \subseteq N$, called the context, as follows:

$$
\begin{array}{ll}
\llbracket \rho \rrbracket_{C}^{S} & =|\rho|_{C}^{S} \\
\mathbb{I} \rho \rrbracket_{C}^{S} & =\llbracket \rho \rrbracket_{C \backslash\{r\}}^{S} \\
\llbracket \text { self::*[count }(\rho) \leq n \rrbracket_{C}^{S} & =\left\{t|t \in N \wedge|(\rho)_{\{t t)}^{S} \mid \leq n\right\} \\
\llbracket \text { self::*[count }(\rho) \leq n \rrbracket \rrbracket_{C}^{S} & =\left\{t|t \in N \wedge|(\rho)\left\{_{\{t\}}^{S} \mid>n\right\}\right. \\
\llbracket e_{1} \mid e_{2} \rrbracket_{C}^{S} & =\llbracket e_{1} \rrbracket_{C}^{S} \cup \llbracket e_{2} \rrbracket_{C}^{S} \\
\llbracket e_{1} \cap e_{2} \rrbracket_{C}^{S} & =\llbracket e_{C} \rrbracket_{C}^{S} \cap \llbracket e_{2} \rrbracket_{C}^{S}
\end{array}
$$

In the same context than we define the semantics of Path expressions as follows:

$$
\begin{array}{lll}
(a:: \tau)_{C}^{S} & & \\
\left(\rho_{1} / \rho_{2}\right)_{C}^{S} & & \llbracket a \rrbracket_{C}^{S} \cap \llbracket \tau \rrbracket^{S} \\
(\rho[q])_{C}^{S} & & \\
& & \left(\rho_{2}\right)_{\left(\rho_{1}\right)_{C}^{S}}^{S} \\
& & (\rho)_{C}^{S} \cap\|q\|_{(\rho)_{C}^{S}}^{S}
\end{array}
$$

The semantics of qualifiers differs from the paths in the sense than the paths select nodes, in contrast with the qualifiers which filter nodes, then we define:

| $\\| q_{1}$ and $q_{2} \\|_{C}^{S}$ | $=$ | $\left\\|q_{1}\right\\|_{C}^{S} \cap\left\\|q_{2}\right\\|_{C}^{S} ;$ |
| :--- | :--- | :--- |
| $\\| q_{1}$ or $q_{2} \\|_{C}^{S}$ | $=$ | $\left\\|q_{1}\right\\|_{C}^{S} \cup\left\\|q_{2}\right\\|_{C}^{S} ;$ |
| $\\|\operatorname{not} q\\|_{C}^{S}$ | $=$ | $N \backslash\\|q\\|_{C}^{S} ;$ |
| $\\|a: \tau\\|_{C}^{S}$ | $=$ | $\llbracket a^{\star} \\|_{\\| \tau]}^{S} ;$ |
| $\left\\|\rho_{1} / \rho_{2}\right\\|_{C}^{S}$ | $=$ | $\left\\|\rho_{1}\right\\|_{\left\\|\rho_{2}\right\\|_{C}^{S} ;} ;$ |
| $\\|\rho[q]\\|_{C}^{S}$ | $=$ | $\\|\rho\\|_{\\|q\\|_{C}^{S}}^{S} ;$ |

where $\tau \in\{p, *\}$ and

$$
\begin{array}{llll}
\llbracket p \rrbracket^{S} & & = & \{n \mid L(n)=p\} \\
\llbracket * \rrbracket^{S} & & = & N
\end{array}
$$

Finally, the axis are interpreted as follows:

$$
\begin{aligned}
& \llbracket \text { self } \rrbracket_{C}^{S}=\quad C ; \\
& \llbracket c h i l d \rrbracket_{C}^{S} \quad=\quad\{n \mid c \xrightarrow{1, \widetilde{2}} n, \forall c \in C\} \\
& \llbracket f \text { sibling } \rrbracket_{C}^{S} \quad=\quad\{n \mid c \xrightarrow{\tilde{\sim}} n, \forall c \in C\} \\
& \llbracket p \text { sibling } \rrbracket_{C}^{S} \quad=\quad\{n \mid c \xrightarrow{\tilde{\sim}} n, \forall c \in C\} \\
& \llbracket \text { parent } \rrbracket_{C}^{S} \quad=\quad\{n \mid c \xrightarrow{\tilde{2}, \overline{\mathrm{I}}} n, \forall c \in C\} \\
& \llbracket d e s c e n d a n t \rrbracket_{C}^{S}=\{n \mid c \xrightarrow{\widetilde{1, \widetilde{1,2}} n, \forall c \in C\}, ~} \\
& \llbracket \text { descsel } f \rrbracket_{C}^{S} \quad=\quad \llbracket \text { self } \rrbracket_{C}^{S} \cup \llbracket \text { descendant } t \rrbracket_{C}^{S} \\
& \llbracket \text { ancestor } \rrbracket_{C}^{S} \quad=\quad\{n \mid c \xrightarrow{\widetilde{\tilde{1}, \tilde{2}, \overline{1}}} n, \forall c \in C\} \\
& \llbracket \text { ancself } \rrbracket_{C}^{S} \quad=\llbracket \text { self } \rrbracket_{C}^{S} \cup \llbracket \text { ancestor } \rrbracket_{C}^{S} \\
& \llbracket \text { following }_{\rrbracket_{C}^{S}}^{S}=\llbracket \text { descself } \rrbracket_{\llbracket f p s i b l i n g \rrbracket}^{S} \rrbracket_{\llbracket \text { ancsel } f \rrbracket_{C}^{S}}^{S} \\
& \llbracket \text { preceding } \rrbracket \|_{C}^{S}=\llbracket \text { descsel } f \rrbracket_{\llbracket p \text { sibling } \rrbracket_{\llbracket \text { ancsel } f \rrbracket_{C}^{S}}^{S}}
\end{aligned}
$$

### 5.2 Translation

We now provide a translation of XPath expressions to logical formulas w.r.t a formula $c$ named the context. The formula resulted from the translation of an XPath expression $e$ w.r.t. a context $c$, will be written $F(e)_{c}$.

$$
\begin{array}{ll}
F(/ \rho)_{c} & =F(\rho)_{r_{c}} \\
F(\rho)_{c} & =F_{1}(\rho)_{c \wedge(S) \wedge(\Im)=1} \\
F(\text { self }:: *[\operatorname{count}(\rho) \leq n])_{c} & =F_{1}(\rho)_{c} \leq n \wedge F_{2}(\rho)_{\top} \\
F(\text { self }:: *[\operatorname{count}(\rho)>n])_{c} & =F_{1}(\rho)_{c}>n \wedge F_{2}(\rho)_{T} \\
F\left(e_{1} \mid e_{2}\right)_{c} & =F\left(e_{1}\right)_{c} \vee F\left(e_{2}\right)_{c} \\
F\left(e_{1} \cap e_{2}\right)_{c} & =F\left(e_{1}\right)_{c} \wedge F\left(e_{2}\right)_{c} \\
r_{c} & = \\
& (\mu x . \neg\langle\overline{1}\rangle \top \vee\langle\overline{2}\rangle x) \wedge \\
& (\mu y . c \wedge(\subseteq) \vee\langle 1\rangle y \vee\langle 2\rangle y)
\end{array}
$$

The translation of a relative path marks the initial context with (s). For absolute paths, the translation takes the formula $r_{c}$ as the initial context. $r_{c}$ navigates to the root.

In the translation of cardinality constraints, notice that $F_{1}(\rho)_{c}$ is duplicated. This is necessary to perform a sort of XPathlike "local" counting (as explained in Example 4.1).

Although $F_{1}(\rho)_{c}$ is duplicated in the translation, an important observation from a complexity point-of-view is that the size of the Lean (as defined in Section 6) does not increase with this duplication. As a result, the translation of an XPath expression remains linear in terms of the number of elements in the Lean.

| $F_{1}(a:: p)_{c}$ | $=$ | $F(a)_{c} \wedge p$ |
| :--- | :--- | :--- |
| $F_{1}(a:: *)_{c}$ | $=$ | $F(a)_{c}$ |
| $F_{1}\left(\rho_{1} / \rho_{2}\right)_{c}$ | $=$ | $F_{1}\left(\rho_{2}\right)_{F_{1}\left(\rho_{1}\right)_{c}}$ |
| $F_{1}(\rho[q])_{c}$ | $=$ | $F_{1}(\rho)_{c} \wedge F_{2}(q)_{T}$ |

The translation of an XPath expression $\rho_{1} / \rho_{2}$ holds for all nodes accessed through $\rho_{2}$ from those nodes accessed through $\rho_{1}$. The translation of an expression like $\rho[q]$ represent the
nodes accessed though $\rho$ and from which $q$ holds.

| $F_{2}\left(q_{1} \text { and } q_{1}\right)_{c}$ | $=F_{2}\left(q_{1}\right)_{c} \wedge F_{2}\left(q_{2}\right)_{c}$ |
| :--- | :--- |
| $F_{2}\left(q_{1} \text { or } q_{1}\right)_{c}$ | $=F_{2}\left(q_{1}\right)_{c} \vee F_{2}\left(q_{2}\right)_{c}$ |
| $F_{2}(\text { not } q)_{c}$ | $=\neg F_{2}(q)_{c}$ |
| $F_{2}(a:: p)_{c}$ | $=F\left(a^{\star}\right)_{p \wedge c}$ |
| $F_{2}(a:: *)_{c}$ | $=F\left(a^{\star}\right)_{T \wedge c}$ |
| $F_{2}\left(\rho_{1} / \rho_{2}\right)_{c}$ | $=F_{2}\left(\rho_{1}\right)_{F_{2}\left(\rho_{2}\right)_{c}}$ |
| $F_{2}(\rho[q])_{c}$ | $=F_{2}(\rho)_{F_{2}(q)_{c}}$ |
| $F(\text { self })_{c}$ | $=c$ |
| $F(\text { child })_{c}$ | $=\mu x .\langle\overline{1}\rangle c \vee\langle\overline{2}\rangle x$ |
| $F\left(\right.$ fsibling $_{c}$ | $=\mu x .\langle\overline{2}\rangle c \vee\langle\overline{2}\rangle x$ |
| $F(\text { psibling })_{c}$ | $=\mu x .\langle 2\rangle c \vee\langle 2\rangle x$ |
| $F(\text { parent })_{c}$ | $=\langle 1\rangle \mu x . c \vee\langle 2\rangle x$ |
| $F(\text { descendant })_{c}$ | $=\mu x .\langle\overline{1}\rangle(c \vee x) \vee\langle\overline{2}\rangle x$ |
| $F(\text { descself })_{c}$ | $=\mu x . c \vee(\mu y .\langle\overline{1}\rangle(x \vee y) \vee\langle\overline{2}\rangle y)$ |
| $F(\text { ancestor })_{c}$ | $=\langle 1\rangle \mu x . c \vee\langle 1\rangle x \vee\langle 2\rangle x$ |
| $F(\text { ancself })_{c}$ | $=\mu x . c \vee\langle 1\rangle \mu y . x \vee\langle 2\rangle y$ |
| $F(\text { following })_{c}$ | $=F(\text { descself })_{F(f \text { fsibling })_{F(\text { ancself })}}$ |
| $F(\text { preceding })_{c}$ | $=F(\text { descself })_{F(\text { psibling })_{F(\text { ancself }) c}}$ |

As an example of translation, notice that the formula $\phi_{2}$ introduced in Example 4.1 is the translation of the XPath expression $e_{1}$ introduced in Example 5.1. More formally $F\left(e_{1}\right)_{\mathrm{T}}=\phi_{2}$.

Now, we state that the general translation is trivially correct.

Theorem 5.2 (XPath Translation). Given a tree structure $S$, a variable interpretation $V$, a XPath expression e, and a formula $c$, we have that

$$
\llbracket F(e)_{c} \rrbracket_{V}^{S}=\llbracket e \rrbracket_{\llbracket c \rrbracket_{V}^{S}}^{S} .
$$

The logic also allows capturing regular tree languages which subsume most of schema definitions used in practice (DTDs, XML Schemas, Relax NGs) [20]. The detailed translation of regular tree types into the logic can be found in [11].

## 6. SATISFIABILITY ALGORITHM

A bottom-up tableau-based algorithm for checking satisfiability of the logic is presented in this section. First, we introduce some definitions: they are mostly shared with [11], but they are extended here with counting features. Then we present the new algorithm capable of handling counting constraints. Finally, we proceed to prove its correctness and to explore its complexity.

Consider the least binary relation $R_{e}$ among formulas, satisfying:

| $\left(\phi_{1} \wedge \phi_{2}, \phi_{i}\right)$ | $\epsilon$ | $R_{e}$ |
| :--- | :--- | :--- |
| $\left(\phi_{1} \vee \phi_{2}, \phi_{i}\right)$ | $\epsilon$ | $R_{e}$ |
| $(\langle m\rangle \phi, \phi)$ | $\epsilon$ | $R_{e}$ |
| $(\phi \leq n, \phi)$ | $\epsilon$ | $R_{e}$ |
| $(\phi>n, \phi)$ | $\epsilon$ | $R_{e}$ |
| $(\mu x . \phi, \exp (\mu x . \phi))$ | $\epsilon$ | $R_{e}$ |

The Fisher-Ladner closure of a formula $\phi$, written $\operatorname{cl}(\phi)$, is the set of all subformulas of $\phi$ where the fixpoint formulas are additionally unwound once, formally it is defined as

$$
\bigcap\left\{M \mid M \subseteq F_{\phi} \wedge \phi_{1} \in M \wedge\left(\phi_{1}, \phi_{2}\right) \in R_{e} \Rightarrow \phi_{2} \in M\right\}
$$

and its extended closure as

$$
c l^{*}(\phi)=c l(\phi) \cup\{\neg \psi \mid \psi \in \operatorname{cl}(\phi)\} .
$$

The set $P_{\phi}$ is the set of all propositions used in $\phi$ along with another proposition, written $\sigma_{x}$, that does not occur in $\phi$. Notice the special proposition $\sigma_{x}$ allows to model an infinite alphabet by representing all propositions but the the ones occurring in $\phi$.

Each formula in the extended closure of a formula $\phi$ can be seen as a boolean combination of formulas of a set called the Lean of $\phi$, written Lean $(\phi)$, and defined as

$$
\begin{aligned}
& \{\langle m\rangle \top \mid m \in\{1,2, \overline{1}, \overline{2}\}\} \cup\{\langle m\rangle \psi \mid\langle m\rangle \psi \in \operatorname{cl}(\phi)\} \cup P_{\phi} \\
& \cup\{\psi \leq n \mid \psi \leq n \in \operatorname{cl}(\phi)\} \cup\{\psi>n \mid \psi>n \in \operatorname{cl}(\phi)\} .
\end{aligned}
$$

For XPath decision problems that involve several XPath expressions (like containment), there is a need to refer several times to the context node from which the XPath expressions apply. This need led us to distinguish such a context node by marking it with another special proposition, named (s). What makes ©s special is that it occurs at most once in the tree, and when occurring it can hold at the same node where other proposition holds.

A type of a formula $\phi$, written $t_{\phi}$, is a non-empty subset of Lean $(\phi)$ such that:

- for each $\langle m\rangle \psi \in \operatorname{Lean}(\phi)$, we have that $\langle m\rangle \top \in t_{\phi}$ when $\langle m\rangle \psi \in t_{\phi}$;
- $\langle\overline{1}\rangle \top \notin t_{\phi}$ or $\langle\overline{2}\rangle \top \notin t_{\phi}$; and
- exactly one atomic proposition, besides (S), occurs in $t_{\phi}$.

The set of types of a formula $\phi$ is denoted $T_{\phi}$. Types are the logical characterizations of the nodes of a tree.

Given a type $t_{\phi}$, we inductively define the relation $\dot{\in}$ as follows:

- $T \dot{\epsilon} t_{\phi}$;
- if $\psi \in \operatorname{Lean}(\phi)$ and $\psi \in t_{\phi}$, then $\psi \dot{\in} t_{\phi}$;
- if $\phi_{1} \dot{\in} t_{\phi}$ and/or $\phi_{2} \dot{\in} t_{\phi}$ then $\phi_{1} \wedge \phi_{2} \dot{\in} t_{\phi} / \phi_{1} \wedge \phi_{2} \dot{\in} t_{\phi}$;
- if $\exp (\mu x . \psi) \dot{\in} t_{\phi}$ then $\mu x . \psi \dot{\in} t_{\phi}$; and
- $\neg \psi \dot{\in} t_{\phi}$, provided that provided that $\psi \dot{\not} t_{\phi}$; where the relation $\dot{\notin}$ is defined in the obvious manner.

Intuitively $\phi \dot{\in} t$ means that the formula $\phi$ holds at the node represented by $t$.

In order to represent the transition relation between two nodes through the modalities, we define a compatibility relation between two types. Two types $t_{\phi}$ and $t_{\phi}^{\prime}$ are $m$-compatible, written $\Delta_{m}\left(t_{\phi}, t_{\phi}^{\prime}\right)$, iff for every $\langle m\rangle \psi$ and $\langle\bar{m}\rangle \psi$ in $\operatorname{Lean}(\phi)$, respectively, we have that:

$$
\begin{array}{llll}
\langle m\rangle \psi \in t_{\phi} & \text { iff } & \psi \dot{\in} t_{\phi}^{\prime}, & \text { and } \\
\langle\bar{m}\rangle \psi \in t_{\phi}^{\prime} & \text { iff } & \psi \dot{\in} t_{\phi} . &
\end{array}
$$

Counting extensions. Cardinality constraints in formulas involve an intrinsinc form of counting in trees. In order to perform such counting, we define the predicates in charge of such task. Given a formula $\phi$, we say a set of types $T \subseteq$ $T_{\phi}$, satisfies the upper bound cardinality constraints, written $\#^{\leq}(T)$, if for every formula $\psi \leq n \in \operatorname{Lean}(\phi)$ we have that

$$
\forall t \in T, \psi \leq n \in t \text { iff }\left|\left\{t^{\prime} \mid \psi \dot{\in} t^{\prime}, t^{\prime} \in T\right\}\right| \leq n
$$

In the same context, we define the set of types $T \subseteq T_{\phi}$ satisfying the lower bound cardinality constraints, written $\#^{>}(T)$, if for every formula $\psi>n \in \operatorname{Lean}(\phi)$ we have that

$$
\forall t \in T, \psi>n \in t \text { if }\left|\left\{t^{\prime} \mid \psi \dot{\in} t^{\prime}, t^{\prime} \in T\right\}\right|>n
$$

The set of formulas occurring in the types of a set of types $S^{t}$ is written $F\left(S^{t}\right)$.

We will represent binary tree structures as triples $\left(t, T_{1}, T_{2}\right)$, where $t$ represents the root and $T_{1}$ and $T_{2}$ are the subtrees linked to the root by the modalities 1 and 2 , respectively. Formally, a types tree is inductively defined as:

- the empty set; or
- a tuple $\left(t, T_{1}, T_{2}\right)$, where $T_{1}$ and $T_{2}$ are types trees, and $t$ is a type.

The mapping head : $\mathcal{T} \mapsto \mathcal{T}$, where $\mathcal{T}$ is a set of types trees, is defined:

- head $(\emptyset)=\emptyset$, and
- head $\left(\left(t, T_{1}, T_{2}\right)\right)=t$.

A mapping type, from a set of types trees to a set of types is defined as:

- $\operatorname{type}(\emptyset)=\emptyset$, and
- $\operatorname{type}\left(\left(t, T_{1}, T_{2}\right)\right)=\{t\} \cup \operatorname{type}\left(T_{1}\right) \cup \operatorname{type}\left(T_{2}\right)$.

Given a types tree $T=\left(t, T_{1}, T_{2}\right)$ we define

- $c h^{0}(T)=s b^{0}(T)=T$,
- $c h^{1}(T)=T_{1}, s b^{1}(T)=T_{2}$,
- $c h^{i}(T)=c h^{1}\left(c h^{i-1}(T)\right)$, and $s b^{i}(T)=s b^{1}\left(s b^{i-1}(T)\right)$ ( $i \geq 2$ ).

We will write $c h(T)$ and $s b(T)$ to denote $c h^{1}(T)$ and $s b^{1}(T)$, resp.

### 6.2 The Algorithm

The algorithm works on a set of types trees. It proceeds in a bottom-up manner, such that new types trees are added until a satisfying model is found, or until no types tree can be added. At each iteration, deeper trees with pending backward modalities (to be fulfilled at later iterations) are built. Also, upper cardinality constraints (formulas in $\operatorname{Lean}(\phi)$ with the form $\psi \leq k)$ are checked at each iteration, restricting the height of the trees. After each iteration, the types trees are traversed and the lower cardinality constraints (formulas in $\operatorname{Lean}(\phi)$ with the form $\psi>k$ ) are checked in order to verify the minimal required height is fulfilled by a satisfying model. If no more triples can be added and there is no satisfying model, then the formula is unsatisfiable.

We now introduce the algorithm more formally. Given a formula $\phi$ and a set of types trees $\mathcal{T}$, we define the update function, written $\operatorname{Upd}(\phi, \mathcal{T})$, to be the set with triples $\left(t, T_{1}, T_{2}\right)$ such that for $m=1,2$ :

- $t \in T_{\phi} ; T_{m} \in \mathcal{T} ;$
- if $\langle m\rangle \top \in t$ then
$-\langle\bar{m}\rangle \top \in \operatorname{head}\left(T_{m}\right)$,
$-\Delta_{m}\left(t, \operatorname{head}\left(T_{m}\right)\right)$, and
- \#s $\left(\{t\} \cup \operatorname{type}\left(T_{m}\right)\right)$ (satisfaction of the upper bound cardinality constraints);
- if (S) $\in t$ then © $\notin F\left(\right.$ type $\left.\left(T_{m}\right)\right)$;
- if (S) $\in \operatorname{type}\left(T_{i}\right)$ then $(S) \notin t \cup F\left(\operatorname{type}\left(T_{j}\right)\right)(i, j \in\{1,2\}$ and $i \neq j$ ).

We define the boolean checking function, written $\operatorname{Check}(\phi, \mathcal{T})$, to be true when there is a types tree $T \in \mathcal{T}$ such that:

- if (S) $\in P_{\phi}$, then $(S) \in \operatorname{type}(T)$;
- $\langle m\rangle \top \notin \operatorname{head}(T)(m \in\{\overline{1}, \overline{2}\})$;
- $\#^{>}($type $(T))$ (satisfaction of the lower bound cardinality constraints);
- $\phi \dot{\in} t^{\prime}$ for some $t^{\prime} \in \operatorname{type}(T)$.

Now, consider $X^{0}=U p d(\phi, \emptyset), X^{i+1}=U p d\left(\phi, X^{i}\right)$, and

$$
\operatorname{sat}(\phi)=\left\{\begin{array}{l}
1 \quad \text { if } \operatorname{Check}\left(\phi, X^{k}\right) \text { and } \\
\quad \text { there is no } k^{\prime} \leq k \text { s.t. } \operatorname{Check}\left(\phi, X^{k^{\prime}}\right) \\
0 \quad \text { if } X^{k}=X^{k+1} \text { and } \\
\quad \text { there is no } k^{\prime} \leq k \text { s.t. } X^{k^{\prime}}=X^{k^{\prime}+1}
\end{array}\right.
$$

Theorem 6.1 (Satisfiability). A formula $\phi$ is satisfiable iff $\operatorname{sat}(\phi)=1$.

### 6.3 Correctness and Complexity

Notice that the algorithm terminates since the update function is clearly monotonic and the set of types is finite. We now show that the algorithm is sound and complete.

Given a types tree $T$, we say its equivalent tree is the tree structure $S=(N, R, L)$, such that:

- $N=$ type $(T)$;
- $R\left(\operatorname{head}\left(c h^{i}(T)\right), 1\right)=\operatorname{head}\left(c h^{i+1}(T)\right)$ iff $\operatorname{ch}^{i+1}(T) \neq$ $\emptyset$;
$R\left(h e a d\left(s b^{i}(T)\right), 2\right)=\operatorname{head}\left(s b^{i+1}(T)\right)$ iff $s b^{i+1}(T) \neq \emptyset$ ( $i=0,1,2, \ldots$ ); and
- for every $p \in P_{\phi}, L(t)=n$ iff $p \dot{\in} t$.

Lemma 6.2 (Soundness). Given a formula $\phi$, if $\operatorname{sat}(\phi)=$ 1 then $\phi$ is satisfiable.

Proof. We proceed by induction on the structure of $\phi$.
The cases when $\phi$ is either a proposition or a negated proposition are trivial.

If $\phi$ has the form $\phi_{1} \circ \phi_{2}(\circ \in\{\wedge, \vee\})$, then we know that if $\operatorname{Check}\left(\phi, X^{k}\right)$, then $\operatorname{Check}\left(\phi_{1}, X^{k}\right)$ and/or (resp.) $\operatorname{Check}\left(\phi_{2}, X^{k}\right)$, then by induction $\llbracket \phi_{1} \rrbracket_{V}^{S} \neq \emptyset$ and/or (resp.) $\llbracket \phi_{2} \rrbracket_{V}^{S} \neq \emptyset$ where $S=(N, R, L)$ is the equivalent tree of $X^{k}$. Now, we know there is type $t \in \operatorname{type}\left(X^{k}\right)$ s.t. $\psi \dot{\in} t$, hence $\phi_{1} \dot{\in} t$ and/or $\phi_{2} \dot{\in} t$. By the definition of $S$, we have a node $n \in N$ s.t. $n \in \llbracket \phi_{1} \rrbracket_{V}^{S}$ and/or $n \in \llbracket \phi_{2} \rrbracket_{V}^{S}$, then $n \in \llbracket \phi \rrbracket_{V}^{S}$.

When $\phi$ is $\langle m\rangle \psi$, if $\operatorname{Check}\left(\langle m\rangle \psi, X^{k}\right)$, then $\operatorname{Check}\left(\psi, X^{k}\right)$ and by induction $\llbracket \psi \rrbracket_{V}^{S} \neq \emptyset$, where $S=(N, R, L)$ is the equivalent tree of $X^{k}$. We know there are two types $t, t^{\prime} \in$ type $\left(X^{k}\right)$ s.t. $\langle m\rangle \psi \dot{\in} t, \psi \dot{\in} t^{\prime}$ and $\Delta_{m}\left(t, t^{\prime}\right)$, then, by the definition of $S$, we have two nodes $n, n^{\prime} \in N$ s.t. $n \in \llbracket \psi \rrbracket_{V}^{S}$ and $R(n, m)=n^{\prime}$, hence $n^{\prime} \in \llbracket\langle m\rangle \psi \rrbracket_{V}^{S}$.

If $\phi$ has the form $\psi>n$ and $\operatorname{Check}\left(\psi>n, X^{k}\right)$, then Check $\left(\psi, X^{k}\right)$. By induction $\llbracket \psi \rrbracket_{V}^{S} \neq \emptyset$ where $S$ is the equivalent tree of $X^{k}$. By definition of $S$, we have $\left|\llbracket \psi \rrbracket_{V}^{S}\right|>n$ since $\#^{>}\left(X^{k}\right)$ holds, therefore $\llbracket \psi>n \rrbracket_{V}^{S} \neq \emptyset$.

The remaining cases are straightforward.

Lemma 6.3 (Completeness). If a formula $\phi$ is satisfiable, then $\operatorname{sat}(\phi)=1$.

In order to prove completeness we will define a types tree $T$ equivalent to the tree structure satisfying $\phi$, i.e., such types tree makes $\operatorname{Check}(\phi,\{T\})$ hold. Then we will show there is set $X^{k}$ produced by $U p d$ s.t. $T \in X^{k}$.

First, we need some technical machinery.
Given a finite binary tree structure $S=(N, R, L)$ and formula $\phi$, we say its equivalent types tree is $T$, such that:

- a type $t_{n}$ is defined by a node $n$ when $t_{n}=\{\psi \mid n \in$ $\llbracket \psi \rrbracket_{V}^{S}$ and $\left.\psi \in \operatorname{Lean}(\phi)\right\} ;$
- types $(T)=\left\{t_{n} \mid \forall n \in N\right.$ and $t_{n}$ is defined by $\left.n\right\} ;$
- head $(T)=t_{r}$, where $r$ is the root of $S$;
- $\operatorname{head}\left(c h^{i}(T)\right)=t_{n}$, s.t. $h e a d\left(c h^{i-1}(T)\right)=t_{m}$ and $R(n, 1)=m$; and
- $\operatorname{head}\left(s b^{i}(T)\right)=t_{n}$, s.t. $\operatorname{head}\left(s b^{i-1}(T)\right)=t_{m}$ and $R(n, 2)=m(i=1,2, \ldots)$.

Lemma 6.4. Given a formula $\phi$, if there is a structure $S$, a variable interpretation $V$, and a node $n$ in $S$, s.t. $n \in$ $\llbracket \phi \rrbracket_{V}^{S}$, then check $(\phi,\{T\})$ holds and $\phi \dot{\in} t_{n}$, where $T$ is the equivalent types tree of $S$ w.r.t. $\phi$ and $t_{n} \in \operatorname{type}(T)$ is defined by $n$.

Proof. Since we are considering only cycle-free formulas, there is an equivalent unfolding of $\phi$. Therefore, there is a finite structure satisfying $\phi$, say $S$. We now proceed by structural induction on $\phi$.

The base cases where $\phi$ is either a proposition or a negated proposition are trivial.

If $\phi$ has the form $\phi_{1} \wedge \phi_{2}$ and $n \in \llbracket \phi_{1} \wedge \phi_{2} \rrbracket_{V}^{S} \neq \emptyset$, then $n \in$ $\llbracket \phi_{1} \rrbracket_{V}^{S}$ and $n \in \llbracket \phi_{2} \rrbracket_{V}^{S}$. By induction we know $\operatorname{Check}\left(\phi_{1},\left\{T_{1}\right\}\right)$ and $\operatorname{Check}\left(\phi_{2},\left\{T_{2}\right\}\right)$ hold, where $T_{1}$ and $T_{2}$ are the equivalent types trees of $S$ w.r.t. $\phi_{1}$ and $\phi_{2}$, respectively. Moreover, there are two types $t_{n}^{\prime} \in \operatorname{type}\left(T_{1}\right)$ and $t_{n}^{\prime \prime} \in \operatorname{type}\left(T_{2}\right)$ s.t. $\phi_{1} \dot{\in} t_{n}^{\prime}$ and $\phi_{2} \dot{\in} t_{n}^{\prime \prime}$. Now, consider $T$ to be the equivalent types tree of $S$ w.r.t. $\phi_{1} \wedge \phi_{2}$. Notice $T$ only differs from $T_{1}$ and $T_{2}$ (resp.) because $\operatorname{Lean}\left(\phi_{1} \wedge \phi_{2}\right)=\operatorname{Lean}\left(\phi_{1}\right) \cup$ $\operatorname{Lean}\left(\phi_{2}\right)$, hence it is not hard to see that $\operatorname{Check}\left(\phi_{1},\{T\}\right)$ and $\operatorname{Check}\left(\phi_{2},\{T\}\right)$ also hold, and $\phi_{1}, \phi_{2} \dot{\in} t_{n} \in \operatorname{types}(T)$ s.t. $t_{n}=t_{n}^{\prime} \cup t_{n}^{\prime \prime}$, then $\phi_{1} \wedge \phi_{2} \dot{\in} t_{n}$ and so $\operatorname{Check}\left(\phi_{1} \wedge \phi_{2},\{T\}\right)$.

Consider $\phi$ is $\langle m\rangle \psi$ and $n_{1} \in \mathbb{\pi}\langle m\rangle \psi \rrbracket \rrbracket_{V}^{S}$. Hence, there is a node $n_{2}$ in $S$ s.t. $n_{2} \in \llbracket \psi \rrbracket_{V}^{S}$ and $R\left(n_{1}, m\right)=n_{2}$. By induction hypothesis we have that $\operatorname{Check}\left(\psi,\left\{T^{\prime}\right\}\right)$ hold and $\psi \dot{\in} t_{n_{2}} \in T^{\prime}$, where $T^{\prime}$ is the equivalent types tree of $S$ w.r.t $\psi$. If $T$ is the equivalent types tree of $S$ w.r.t. $\langle m\rangle \psi$, notice it only differs from $T^{\prime}$ because $t_{n_{1}}=t_{n_{1}}^{\prime} \cup\{\langle m\rangle \psi\}$, where $t_{n_{1}} \in$ type $(T)$ and $t_{n_{1}}^{\prime} \in \operatorname{type}\left(T^{\prime}\right)$. Then, clearly $\operatorname{Check}(\psi,\{T\})$, now, from definition of $T$, we also have that $\langle m\rangle \psi \dot{\in} t_{n_{1}}$ and then Check $(\langle m\rangle \psi,\{T\})$ holds.

When $\phi$ has the form $\psi>k$ and $n \in \llbracket \psi>k \rrbracket_{V}^{S}$, then clearly there is another node $n^{\prime} \in \llbracket \psi \rrbracket_{V}^{S}$. Then by induction hypothesis we have that Check $\left(\psi,\left\{T^{\prime}\right\}\right)$ and $\psi \dot{\in} t_{n^{\prime}}$, where $T^{\prime}$ is the equivalent types tree of $S$ w.r.t. $\psi$ and $t_{n^{\prime}} \in \operatorname{type}\left(T^{\prime}\right)$
is defined by $n^{\prime}$. If $T$ is the equivalent types tree w.r.t $\psi>k$, then notice it only differs from $T^{\prime}$ because $t_{n}=t_{n}^{\prime} \cup\{\psi>k\}$, where $t_{n} \in \operatorname{type}(T)$ is the type defined by $n$. Then, it is easy to see that $\psi>k \dot{\in} t_{n}$ and $\operatorname{Check}(\psi>k,\{T\})$ also hold.

The remaining cases are straightforward.

Consider a tree structure $S=(N, R, L)$. We define a subtree $S^{\prime}=\left(N^{\prime}, R^{\prime}, L^{\prime}\right)$ of $S$, rooted at node $n^{r}$ as follow:

- $N^{\prime}=\left\{n \mid R\left(n^{r}, m\right)=n, m \in\{1,2\}\right.$ or $R\left(n^{\prime}, m^{\prime}\right)=$ $\left.n, n^{\prime} \in N^{\prime}, m^{\prime} \in\{1,2, \overline{1}, \overline{2}\}\right\} ;$
- $R^{\prime}\left(n_{1}, m\right)=n_{2}$ iff $R\left(n_{1}, m\right)=n_{2}$ and $n_{1}, n_{2} \in N^{\prime}$; and
- $L^{\prime}(n)=p$ iff $L(n)=p$ and $n \in N^{\prime}$.

Consider the subtrees $S_{1}$ and $S_{2}$ of a tree $S=(N, R, S)$, rooted at $r_{1}$ and $r_{2}$, resp., s.t. $R(r, 1)=r_{1}, R(r, 2)=r_{2}$ and $r$ is the root of $S$. The height of $S$, written height $(S)$, is defined $\operatorname{height}(S)=\max \left(\operatorname{height}\left(S_{1}\right)\right.$, $\left.\operatorname{height}\left(S_{2}\right)\right)+1$. If a subtree does not exist, then its height is zero.

Lemma 6.5. If a formula $\phi$ is satisfiable by a structure $S$, then there is a sequence of sets

$$
X^{0}=\emptyset, X^{1}=U p d\left(\phi, X^{0}\right), \ldots, X^{k}=U p d\left(\phi, X^{k-1}\right),
$$

such that $T \in X^{k}$, where $T$ is the equivalent types tree of $S$ w.r.t. $\phi$.

Proof. We will proceed by induction on the height of $S=(N, R, L)$.

The base case is easy.
Consider the height of $S$ is $k$. Let's name $S_{1}$ and $S_{2}$ the subtrees of $S$ rooted at $r_{1}$ and $r_{2}$, respectively, such that $R(r, 1)=r_{1}$ and $R(r, 2)=r_{2}$, where $r$ is the root in $S$. Consider the heights of $S_{1}$ and $S_{2}$ are $k_{1}$ and $k_{2}$, resp., also notice either $k_{1}=k-1$ or $k_{2}=k-1$. By induction hypothesis we know there are two sequences

$$
\begin{aligned}
& X_{1}^{1}=\operatorname{Upd}\left(\phi_{1}, \emptyset\right), \ldots, X_{1}^{k_{1}}=\operatorname{Upd}\left(\phi_{1}, X_{1}^{k_{1}-1}\right), \text { and } \\
& X_{2}^{1}=\operatorname{Upd}\left(\phi_{2}, \emptyset\right), \ldots, X_{2}^{k_{2}}=\operatorname{Upd}\left(\phi_{2}, X_{2}^{k_{2}-1}\right),
\end{aligned}
$$

s.t. $T_{1}^{\prime} \in X_{1}^{k_{1}}$ and $T_{2}^{\prime} \in X_{2}^{k_{2}}$, where $\phi_{1}$ and $\phi_{2}$ are subformulas of $\phi$, and $T_{1}^{\prime}$ and $T_{2}^{\prime}$ are the equivalent types trees of $S_{1}$ and $S_{2}$, resp., w.r.t. $\phi_{1}$ and $\phi_{2}$, resp. Since $\operatorname{Lean}(\phi)=$ $\operatorname{Lean}\left(\phi_{1}\right) \cup \operatorname{Lean}\left(\phi_{2}\right)$, it is not hard to see that there is also a sequence

$$
X^{1}=U p d(\phi, \emptyset), \ldots, X^{k-1}=U p d\left(\phi, X^{k-2}\right),
$$

s.t. $T_{1}, T_{2} \in X^{k-1}$, where $T_{1}$ and $T_{2}$ are the equivalent types tree of $S_{1}$ and $S_{2}$, resp., w.r.t. $\phi$. Then, it is clear there is a $T \in X^{k}$, s.t. $X^{k}=\operatorname{Upd}\left(\phi, X^{k-1}\right)$ and $T$ is the equivalent types tree of $S$ w.r.t $\phi$.

Now, from Lemmas 6.4 and 6.5, we conclude completeness.

Lemma 6.6 (Complexity). Given a formula $\phi$, the satisfiability problem $\llbracket \phi \rrbracket_{V}^{S} \neq \emptyset$ is decidable in time $2^{O(n)}$, where $n=|\operatorname{Lean}(\phi)|$.

Proof. Consider the set $X^{k}$ after testing $\operatorname{sat}(\phi)$. Notice $k \leq 2^{n}$ and $\left|X^{k}\right| \leq 2^{n}$, since $\left|T_{\phi}\right|=2^{n}$. Now, let's see what happens at each $X^{i}(i=1, \ldots, k)$. The update function adds triples $\left(t, T_{1}, T_{2}\right)$, then three traversals are needed, one for each member of the tuples. The first traversal is on $T_{\phi}$ and the other two are on $X^{i}$, whose sizes do not exceed $2^{n}$. The main tests applied at this stage are the compatibility relation and the upper bound cardinality constraints. The first one is applied on two types, and the second one is on $\{t\} \cup T_{j}$. The main task of both tests is to check a $\dot{\in}$ relation. It is not hard to see that such relation implies a traversal on a space no greater than $n$. Hence, the cost to compute each $X^{i}$ is $2^{O(n)}$. Finally, it is also clear that the time complexity of the Check function is $2^{O(n)}$ since $k \leq 2^{n}$.

## 7. CONCLUSION

We presented a sound and complete desicion procedure for a sub-logic of the alternation-free $\mu$-calculus with converse, extended with a counting operator in order to reason on numerical constraints in finite tree structures. The addition of the counting operator does not increase the complexity of the decision procedure, which remains $2^{O(n)}$ in the length $n$ of a formula.

Translations of XPath with cardinality constraints into the logic were introduced. This yields a characterization of an expressive fragment of XPath, for which static analysis methods were not known so far.

The XPath fragment we consider in this paper performs global counting in trees. We are currently refining our approach in order to consider local counting as in $\rho_{1}\left[\operatorname{count}\left(\rho_{2}\right) \leq\right.$ $n]$. Also, we are implementing the decision procedure.

Among the further research directions, we are interested in the developing of a generalization of our method, in order to reason efficiently on more sofisticated counting approaches in both, trees and graphs.
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